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Abstract 

 Intrusion detection systems (IDS) effectively complement other security mechanisms by detecting 

malicious activities on a computer or network, and their development is evolving at an extraordinary 

rate. The anomaly-based IDS, which uses learning algorithms, allows detection of unknown attacks. 

Unfortunately, the major challenge of this approach is to minimize false alarms while maximizing 

intrusion detection and accuracy rates. To overcome this problem, a hybrid learning approach is 

proposed through the combination of feature selecting techniques and K-Means clustering and 

Naïve Bayes classification. Feature selection techniques choose the most important feature and 

remove redundant and irrelevant features. K-Means clustering is used to cluster all data into the 

corresponding group based on data behavior, malicious and non-malicious. While the Naïve Bayes 

classifier is used to classify clustered data into correct categories, i.e. R2L, U2R, Probe, DoS and 

Normal. Experiments have been carried out to evaluate the performance of the proposed approach 

using 10%KDD Cup ’99 dataset. The results showed that proposed hybrid model significantly 

improves the accuracy, detection rate up to 94.06% and 99.49%, respectively with BestFirst and 

GreedyStepwise Search Method, while decreasing false alarms to 0.15%. 
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 الملخص

مكمل وبشكل فعال لالٌات امن المعلومات الأخرى وذلك من خلال دوره فً اكتشاف الأنشطة  (IDS) ٌعتبر نظام كشف التسلل

, ور وتتزاٌد بمعدل غٌر مسبوق والتً اصبحث تتط, الضارة والبرمجٌات الخبٌثة سواء كانت تستهدف جهاز كمبٌوتر أو الشبكة 

القائم على اكتشاف الشذوذ فً سلوك حزم البٌانات والذي ٌستخدم خوارزمٌات التعلم  (IDS) وبالتالً فقد سمح لنظام كشف التسلل

لسوء الحظ ، ٌتمثل التحدي الرئٌسً لهذا النهج فً امكانٌة خفض نسبة , باكتشاف اي هجمات او برمجٌات خبٌثة غٌر معروفة

نهجًا هجٌنًا قادر على  اقتراح تموللتغلب على هذه المشكلة , الإنذارات الكاذبة و زٌادة معدلات الكشف والدقة فً نفس الوقت 

، حٌث  Naïve Bayes وارزمٌة التصنٌفوخ K-Means التعلم من خلال الجمع بٌن تقنٌات اختٌار المٌزات وخوارزمٌة التجمٌع

-K وتقوم خوارزمٌة التجمٌع, تقوم تقنٌات اختٌار المٌزة باختٌار المٌزات الأكثر أهمٌة وإزالة المٌزات الزائدة وغٌر ذات الصلة

Means تً بها سلوك بتجمٌع كل البٌانات ذات السلوك المتشابه فً مجموعات مشابهة ،وعادا تنقسم الى مجموعة لحزم البٌانات ال

بتصنٌف  Naïve Bayes بٌنما تقوم خوارزمٌة التصنٌف , مشابه للبرمجٌات خبٌثة ومجموعة اخرى لحزم البٌانات الطبٌعٌة 

، قمنا باجراء التجارب على النهج  Normal و DoS و Probe و U2R و R2L مجموعات البٌانات إلى فئات صحٌحة ، مثل

وقد أظهرت النتائج أن النهج المقترح ٌحسن بشكل كبٌر الدقة ومعدل   KDD Cup '99٪10.المقترح باستخدام مجموعة بٌانات

، بٌنما ٌقلل    GreedyStepwise و   BestFirst باستخدام طرٌقتً البحث ٪ على التوالً%99.49٪ و 94.06الكشف حتى 

 .٪51.0الإنذارات الكاذبة إلى 
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